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#### Abstract

The common subexpression elimination (CSE) techniques address the issue of minimizing the number of adders needed to implement the multiple constant multiplication (MCM) blocks. In this paper, we provide a comparison of hardware reductions achieved using the horizontal, vertical, oblique and combining horizontal and vertical CSEs in realizing constant multipliers. Our FPGA implementation results included in 52 MCM examples show that three different (horizontal, horizontal and vertical, and efficient horizontal and vertical) CSEs have a good area-time product performance, in the MCM matrix range of $\mathbf{8 0 0}$ and over.


## I. Introduction

In the digital signal processing (DSP) algorithms, many fixed transforms (e.g., FIR/IIR filter with fixed coefficients, DCT, DFT, etc) do not require the flexibility of a generalpurpose multiplier as the multiplicand has a limited number of values. From this reason, it is attractive to carry out the multiplication by using shifts and adds. The shifts can be realized by using hard-wired shifters and hence they are essentially free. Furthermore, we can reduce the adder area by using the common subexpression elimination (CSE) techniques. The CSE tackles the multiple constant multiplication (MCM) problem [1], [2] by minimizing the number of additions through extracting common parts among the constants represented in canonic signed digit (CSD) [3]-[7], [12]-[15]. There are three different kinds of common subexpressions: horizontal, vertical and oblique. Due to the computational complexity and the fact that linear phase FIR filters are symmetrical, the search for redundant computations in multiplier block is normally confined to horizontal common subexpressions. Recently, Jang et al. [5] proposed a method of further reducing the number of adders by using vertical CSE, and Vinod et al. [6] proposed a combining horizontal and vertical CSE. However, the structures for these techniques are designed without any consideration of the number of registers (i.e. time delay elements). The gate number ratio of adders to registers is $1: 0.6-0.8$ [8]; therefore, in case of structure with many registers, the implementation cost cannot be reduced. In our previous paper [7] we have presented an improved horizontal and vertical CSE which is able to reduce the number of adders
and registers, but we have only reported on the implementation results of multiplierless FIR filter.

In this paper, we report a comparison of hardware reductions achieved using the horizontal, vertical, oblique and combining horizontal and vertical CSEs in realizing multiple constant multipliers (MCM). The rest of this paper is organized in four sections. Section II describes the definition of the MCM. Section III provides a brief review of the five different CSE approaches: horizontal, oblique [3], vertical [5], horizontal and vertical [6], and efficient horizontal and vertical [7]. Section IV presents the FPGA implementation results of the 52 MCM design examples and discussion. Finally, conclusions are drawn in section V .

## II. Multiple Constant Multiplication

A common feature of many digital signal processing algorithms is that they involve computations of the form

$$
\begin{equation*}
Y_{i}=a_{i j} X_{i}(i=0,1, \cdots, N-1 ; j=0,1, \cdots, M-1) \tag{1}
\end{equation*}
$$

where $X_{i}$ and $Y_{i}$ are input and output variable vectors, respectively. Also, $a_{i j}$ is a set of constant coefficients, $N$ is the number of coefficients and $M$ is the word length. In other words, this is a matrix variable multiplication of the form

$$
\left[\begin{array}{c}
Y_{0}  \tag{2}\\
Y_{1} \\
\vdots \\
Y_{N-1}
\end{array}\right]=\left[\begin{array}{ccc}
a_{00} & \cdots & a_{0 M-1} \\
a_{11} & \cdots & a_{1 M-1} \\
\vdots & \ddots & \vdots \\
a_{N-11} & \cdots & a_{N-1 M-1}
\end{array}\right]\left[\begin{array}{c}
X_{0} \\
X_{1} \\
\vdots \\
X_{N-1}
\end{array}\right]
$$

and its block diagram is shown in Fig. 1. One typical example is the transposed form FIR filter that one input data is multiplied with the filter coefficients. In this paper, we perform multiple multiplications in Equation (2) using the registers and the adders/subtracters in order to reduce the area. Then the problem of reducing the costs is stated as the problem of minimizing the weighted sum of the numbers of the registers and adders/subtracters which are needed to perform all of the multiplications. That is, the objective cost function (CF) to be


Fig. 1. Block diagram of MCM circuit.
minimized is written as:

$$
\begin{equation*}
\mathrm{CF}=\beta N_{\mathrm{reg}}+\gamma N_{\mathrm{as}} \quad(\beta>0, \gamma>0), \tag{3}
\end{equation*}
$$

where $N_{\text {reg }}$ and $N_{\text {as }}$ are the number of registers and adders/subtracters, respectively, $\beta$ and $\gamma$ are weights.

The above is called the multiple constant multiplication (MCM) problem. But the MCM problem is very complex that it is believed to be NP-hard. Hence, we have to find heuristics referred to as the CSE.

## III. Common Subexpression Elimination Method

Common subexpression elimination proposed to tackle the MCM problem minimizes the number of additions by extracting the common parts among the constructs represented in binary form [1], [2]. Recently, some new techniques for CSE, oblique (i.e. Hartley) [3], vertical (Jang et al.) [5], and combining horizontal and vertical (Vinod et al.) CSE technique [6] have been proposed a powerful solution to reduce the complexity in MCM, using the CSD representation.

Figure 2 illustrates the three different (horizontal, vertical and oblique) types of common subexpressions where $\overline{1}$ denotes -1 . The shared cells in this figure indicate contentions, where two or more common subexpresions share the same nonzero digit. A contention implies a potential inhibition of sharing some common subexpressions. The notations shown in Fig. 3 are used to express the three different types of subexpression. In this figure, $x[-i]$ denotes the value of $x$ after $i$ sample delays and $\ll j$ stands for left shift of $j$ digits. $i$ and $j$ can be deemed as the height and length of the


Fig. 2. Common subexpressions in the constant coefficients.



Fig. 3. Notations and circuit configurations of common subexpressions
common subexpressions. We so assume that shift operations are essentially free, they can be hard-wired. However, the structures for vertical and oblique techniques are designed without any consideration of the number of registers. Vinod et al.'s CSE technique [6] has used combining horizontal and vertical common subexpression to reduce the number of adders. However, the structures generated by using vertical CSE technique are still designed without any consideration of the number of registers. Therefore, if the structure of MCM contains many registers, the implementation cost cannot be reduced. Our improved horizontal and vertical CSE technique [7] has been proposed an efficient way to find the correct bit-patterns for horizontal and vertical CSEs. The proposed CSE has stated as the problem of minimizing the numbers of the delay and adders/subtracter blocks which are needed to perform all of the multiplications. Using the proposed method, the MCM area of the FIR filters has been reduced by an average of $20 \%$.

## IV. Implementation Results and Discussions

## A. Implementation Results

In order to confirm whether the area-time product $(A T)$ of constant multiplier are dependent on the number of coefficients $(N)$ or the size of wordlength $(b)$, we use the 52 examples from published papers during the two decades (e.g. [3], [4], [6], [7], [9]-[15]). These examples are included in the multiplierless FIR/IIR filters, filter banks, polyphase filters, DCT, DFT, and so on.

A testbed prepared for evaluating 52 examples is constructed with Xilinx XC4VLX15-11 (VirtexIV series) FPGA. The Xilinx XC4VLX15-11 FPGA consists of a $64 \times 24$ array of


Fig. 4. Comparison of area-time product versus coefficients-wordlength product.

CLBs, each having two 4-input LUTs, two 4-input LUTs and four D flip-flops (D-FFs). The design examples are described by Verilog-HDL for implementation, and are also implemented on XC4VLX15-11 using Xilinx ISE Webpack 7.1i. In these implementations, the automatic placement and routing compilation option are used.

Figure 4 shows the distribution map of the five different CSEs. In these graphs, $N b$ is a multiplicand matrix size. The maps indicate that if $A T$ is smaller and the variation in the plots is smaller, the CSE would be a good performance. From these results we found that horizontal, horizontal and vertical, efficient horizontal and vertical CSEs have especially a good performance in the matrix $N b$ of 800 and over.

## B. Discussions

In the implementations, we sampled research articles from 52 selected papers during the two decades, however we have unfortunately not found the matrix table of 1200 over. Further investigation is so required to assess the performance of these CSEs for the design of the MCM.

This paper also concerns only the area-time product performance. In a FPGA (or VLSI) implementation, it might be desirable to limit the logic depth. This can be achieved by including the logic depth, with an appropriate weighting, into the cost measure throughout the process. For large transform sizes this would require large area, but it would be capable of extremely high processing throughput. Therefore, we might need a new indicator function for factor analysis with application in MCM.

## V. Conclusion

This paper has been reported a comparison of hardware reductions achieved using the horizontal, vertical and oblique CSEs in realizing constant multipliers. From the FPGA implementation results included in 52 MCM examples, we have found that horizontal, combining horizontal and vertical, and improved horizontal and vertical CSEs have good performance in the matrix range of 800 and over.
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