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#### Abstract

The common subexpression elimination (CSE) techniques address the issue of minimizing the number of adders needed to implement the multiple constant multiplication (MCM) blocks. In this paper, we propose a new CSE method using a combining horizontal and vertical technique. The proposed method searches firstly the frequency of higher order horizontal common subexpression, i.e., 3-5 bits, and then searches vertical. Our simulation results show that our method offers a good tradeoff between the implementation cost and the synthesis runtime in comparison with conventional methods.


## I. Introduction

In the digital signal processing (DSP) algorithms, many fixed transforms (e.g., FIR/IIR filter with fixed coefficients, $\mathrm{DCT}, \mathrm{DFT}$, etc) do not require the flexibility of a generalpurpose multiplier as the multiplicand has a limited number of values. From this reason, it is attractive to carry out the multiplication by using shifts and adds. The shifts can be realized by using hard-wired shifters and hence they are essentially free. Furthermore, we can reduce the adder area by using the common subexpression elimination (CSE) techniques. The CSE tackles the multiple constant multiplication (MCM) problem [1], [2] by minimizing the number of additions through extracting common parts among the constants represented in canonic signed digit (CSD) [3]-[11]. There are three different kinds of common subexpressions (CSs): horizontal, vertical and oblique. Due to the computational complexity and the fact that linear phase FIR filters are symmetrical, the search for redundant computations in multiplier block is normally confined to horizontal CSs. Recently, Jang et al. [5] proposed a method of further reducing the number of adders by using vertical CSE, and Vinod et al. [6] proposed a combining horizontal and vertical CSE. However, the structures for these techniques are designed without any consideration of the number of registers (i.e. time delay elements). The gate number ratio of adders to registers is $1: 0.6-0.8$ [12]; therefore, in case of structure with many registers, the implementation cost cannot be reduced. In our previous paper [7] we have presented an improved horizontal and vertical CSE which is able to reduce the number of adders and registers, but the previous proposed method
has needed a long simulation run-time in order to search all horizontal CS patterns.

In this paper, we propose a new CSE method using a combining horizontal and vertical technique in realizing multiple constant multipliers (MCM). The proposed method is firstly the frequency of higher order horizontal CS, i.e., 3-5 bits, and then searches vertical. The rest of this paper is organized in four sections. Section II describes the definition of the MCM. Section III provides a brief review of CSE approaches and then is presented a new CSE method. Section IV presents the synthesis results of the 20 MCM design examples. Finally, conclusions are drawn in section V .

## II. Multiple Constant Multiplication

A common feature of many digital signal processing algorithms is that they involve computations of the form

$$
\begin{equation*}
Y_{i}=a_{i j} X_{i}(i=0,1, \cdots, N-1 ; j=0,1, \cdots, M-1) \tag{1}
\end{equation*}
$$

where $X_{i}$ and $Y_{i}$ are input and output variable vectors, respectively. Also, $a_{i j}$ is a set of constant coefficients, $N$ is the number of coefficients and $M$ is the word length. One typical example is the transposed form FIR filter that one input data is multiplied with the filter coefficients, as shown in Fig. 1. In this paper, we perform multiple multiplications in Equation (1) using the registers and the adders/subtracters in order to reduce the area. Then the problem of reducing the costs is stated as the problem of minimizing the weighted sum of the numbers of the registers and adders/subtracters which are needed to perform all of the multiplications. That is, the objective cost function (CF) to be minimized is written as:

$$
\begin{equation*}
\mathrm{CF}=\beta N_{\mathrm{reg}}+\gamma N_{\mathrm{as}} \quad(\beta>0, \gamma>0), \tag{2}
\end{equation*}
$$

where $N_{\text {reg }}$ and $N_{\text {as }}$ are the number of registers and adders/subtracters, respectively, $\beta$ and $\gamma$ are weights.

The above is called the multiple constant multiplication (MCM) problem. But the MCM problem is very complex that it is believed to be NP-hard. Hence, we have to find heuristics referred to as the CSE.


Fig. 1. Block diagram of MCM circuit.

## III. Common Subexpression Elimination Method

## A. Review

Common subexpression elimination (CSE) proposed to tackle the MCM problem minimizes the number of additions by extracting the common parts among the constructs represented in binary form [1], [2]. In the past, some new techniques for CSE, oblique (i.e. Hartley) [3], vertical (Jang et al.) [5], and combining horizontal and vertical (Vinod et al.) CSE technique [6] have been proposed a powerful solution to reduce the complexity in MCM, using the CSD representation.

Figure 2 illustrates the three different (horizontal, vertical and oblique) types of CSs where $\overline{1}$ denotes -1 . The shared cells in this figure indicate contentions, where two or more CSs share the same nonzero digit. A contention implies a potential inhibition of sharing some CSs. The notations shown in Fig. 3 are used to express the three different types of subexpression. In this figure, $x[-i]$ denotes the value of $x$ after $i$ sample delays and $\ll j$ stands for left shift of $j$ digits. $i$ and $j$ can be deemed as the height and length of the CSs. We so assume that shift operations are essentially free, they can be hard-wired. However, the structures for vertical and oblique techniques are designed without any consideration of the number of registers. Vinod et al.'s CSE technique [6] has used combining horizontal and vertical CS to reduce the number of adders. However, the structures generated by using vertical CSE technique are still designed without any consideration of the number of registers. Therefore, if the structure of MCM contains many registers, the implementation cost cannot be reduced. Our improved horizontal and vertical CSE technique (Takahashi et al.) [7] has been proposed an efficient way to find the correct bit-patterns for horizontal and vertical CSEs. The proposed CSE has stated as the problem of minimizing the numbers of the delay and


Fig. 2. Common subexpressions in the constant coefficients.




$$
\lll \text { : Hard-wired shifter } \mathrm{D} \text { : Delay register }
$$

Fig. 3. Notations and circuit configurations of common subexpressions
adders/subtracter blocks which are needed to perform all of the multiplications. Using Takahashi et al.'s method, the MCM area of the FIR filters has been reduced by an average of $20 \%$. However, its CSE technique needs a long time of synthesis simulation because it searches all frequency of CS in the MCM.

## B. Frequency of Common Subexpressions

Frequency of occurrence of a CS is defined as the number of times the same CS is being reused or repeated in the MCM. Thus, high frequency of occurrences of CSs means that most of the bits in the MCM will be grouped as CSs, leaving behind fewer numbers of unpaired bits. In this paper, we firstly analyzed the frequency of occurrences of MCMs. The MCMs were randomly designed as 100 FIR filters, and then all coefficients were represented in CSD format using MATLAB. Figures 4 and 5 show frequency of occurrence of the horizontal and vertical CS, respectively. From these figure we found that 3-, 4-, and 5-b horizontal CSs, i.e., [101], [10 $\overline{1}],[1001]$ and [10001], etc., have a high correlation with the frequency of occurrence, on the other hand there is no association between the frequency of occurrence and vertical CSs.

## C. Proposed combining horizontal and vertical method

The proposed technique is described by the pseudo C language code shown in Fig. 6. Let us see this in more detail in the next subsubsection.

1) Proposed I- Approximate method: The proposed I method is searched as local horizontal CSs, i.e., [101], [101], [1001], [100 $\overline{1}],[10001],[1000 \overline{1}]$ and their negated versions. Firstly, most common horizontal subexpressions resulting from the proposed method extracted from the matrix table in the MCM, and then remaining non-zero bits are examined for optimum vertical CS. This method has a short run-time since it becomes a local search for the horizontal CSs.


Fig. 4. Frequency of occurrence of a horizontal common subexpression for 100 examples.


Fig. 5. Frequency of occurrence of a vertical common subexpression for 100 examples.
2) Proposed II-Exact method: This proposed exact method is applied as a brute force search. As the number of permutation is $12!=479,001,600$, we have the MCM which consists of the smallest number of adders after 12 ! search iterations. Then, the remaining non-zero bits are examined for optimum vertical CS. Pattern identification of vertical CSE is the same as Takahashi et al.'s method. Finally, the number of adders and registers in the MCM are the smallest values by using this exact method however the solution is a local-minimum.

## IV. Design Example Results

In this section, we present the results of the approximate (Proposed I) and exact (Proposed II) methods on randomly generated and FIR filter instances, and compare with the results of previously proposed heuristics. As the first experiment set, we used randomly generated 20 instances where the size of bitwidth (b) are defined in 13- or 14-b, and the number of coefficients $(N)$ ranges between 70 and 220. Our experiments were implemented in MATLAB using a 2.2 GHz computer with 1024 MB memory. In these examples we set the parameters $\gamma=1.0, \beta=0.6$ in Equation (2) if we assume that the MCMs are fabricated in a $0.35 \mu \mathrm{~m}$ standard CMOS process [7], [10].

Run-time and implementation cost for benchmark examples are shown in Table 1 and 2, respectively. From these results we found that the Proposed I method can be used to design the MCM which has a small implementation compared to

```
void main()
    Eliminate zero coefficients;
    Merge coefficients with the same value;
    Construct the initial coefficient matrix;
        for Aproximate horizontal CSE (Proposed I)
            {
                Find coefficients with identical 3-5b CSs;
                Extract identical pattern;
                Update the coefficient matrix;
                    if (identical pattern =0) {
                        break;
                            }
                            else
                            }
            }
        for Exact horizontal CSE (Proposed II)
            {
                c = first(P)
                    /* P= initial solution having the */
                    /* smallest number of adders */
            while c!= NULL do
                    if valid(P,C) then output(P,C) {
                        c = next (P,c)
                            }
        }
        for vertical CSE
            {
                Find coefficients with identical pattern;
                Extract identical pattern;
                Find coefficients with similar pattern;
                Calculate the cost function of pattern;
                Extract similar/identical pattern;
                Update the coefficient matrix;
                    if (identical pattern =0) {
                                    Output signal flow graph;
                                    exit(0);
                            }
                            else {
                                    return;
            }
}
```

Fig. 6. Pseudo C code of the proposed CSE algorithm.

Hartley, Jang, and Vinod methods, The Proposed I method also performs about times as fast as Takahashi et al.'s method. On the other hand, the Proposed II method has the results of the smallest implementation cost but it needs a long computational time in order to use a brute force search.

## V. Conclusion

This paper has been presented a new horizontal and vertical CSE method in realizing constant multipliers. The proposed method has searched firstly 3-, 4-, and 5-b horizontal common subexpressions within MCM blocks and then searched vertical. From the MATLAB synthesis results included in 20 MCM examples, we have found that the proposed method has reduced area of constant multiplier and decreased run-time compared with our previous method.
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