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a b s t r a c t

Side-channel attacks by cryptanalysis are becoming a serious threat for cryptographers, who are
designing systems that are more robust in terms of hardware and algorithm threats, aiming to thwart
violations of the secrecy of securely processed information. As our contribution on a related issue, we
propose a new secure logic, called charge-sharing symmetric adiabatic logic (CSSAL), for resistance
against differential power analysis (DPA) attacks. We verify the security of the proposed CSSAL by
carefully analyzing the individual logic functions corresponding to 16 possible dual-input transitions.
Then, we compare the results with those of previous secure logic styles using the same parameters and
under the same conditions. The figure of merit to measure the resistance of the logic against DPA attacks
has been calculated from the variation in power consumption per input transition. The SPICE simulation
results show that our proposed logic balances the peak current traces for all input logic transitions,
consuming power uniformly over every cycle, and thus making the input–output data resilient to a DPA
attack. Moreover, the ability of the proposed CSSAL in a bit-parallel cellular multiplier over GFð2mÞ shows
its significant power reduction compared to conventional secure logic styles and its efficient resistance to
DPA attacks.

& 2013 Elsevier Ltd. All rights reserved.
1. Introduction

Side-channel analysis (SCA) attacks have become a special threat
for cipher designers, software developers, and hardware engineers
working to secure private information stored in cryptographic devices
such as smart cards, RFID tags, USB tokens, and wireless sensors.
Examples of side-channel attacks are attacks based upon sound,
infrared radiation, time delays, simple or differential power analysis
(SPA/DPA), and simple or differential electromagnetic analysis (SEMA/
DEMA). The timing attacks documented by Kocher in 1996 [1]
demonstrated how measuring computation time can reveal vital
information about secret keys. The method of a power analysis attack
involves probing device for physical measurements of its current
consumption with respect to execution time. We consider a power
analysis an effective attack for revealing the secret key of a smart card
by statistically analyzing power fluctuations that occur while the
device encrypts and decrypts large blocks of data [2]. Apart from the
side-channel attack techniques described in [1,2], the electromagnetic
radiation attacks in [3–7] have been extensively studied. DEMA
attacks can reveal secret information because current flow during
the switching of the CMOS gates causes a variation of the surrounding
ll rights reserved.
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electromagnetic field that can be monitored by positioning an
inductive probe around the microcontroller chip. Careful analyses
for power and electromagnetic leakage at CMOS level have been
described in [5]. From a perspective of security, neither the static nor
differential logic style is able to avoid information leakage, because an
attack based on the Hamming distance model is always possible,
since the transitions 0–1 and 1–0 dissipate power, while the transi-
tions 0–0 and 1–1 do not. Moreover, an attack on the dynamic logic
style also is always possible based on the Hamming weight model,
since the transition 0–1 or 1–1 dissipates power during the pre-charge
phase while the transition 1–0 or 0–0 does not.

We emphasize in this paper that the fundamental issue of power
analysis attacks on smart cards is closely related to the electrical
power consumption of endpoint hardware. Therefore, a logic
designed to hide or mask the data being processed should be
considered. Numerous studies on hiding intermediate values at cell
level have been published, but most of these employed a conventional
CMOS logic style, which means the devices are still susceptible to DPA
and DEMA attacks because of their energy consumption. Over the last
few years, there have been several reports pertaining to cell-level uses
of dual-rail (DR) pre-charged logic, such as sense-amplifier-based
logic (SABL) and its implementations [8–10], where the input logic
structure is designed to balance all internal node capacitances for
constant power consumption under all input conditions and for every
clock cycle. The simple or wave dynamic differential logic (SDDL/
WDDL) [11] was designed, which achieves an important reduction in
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the power variation for both ASIC and FPGA, but their drawback are
the increased area, computation time, and power consumption. An
enhanced SABL was developed into the well-known three-phase
dual-rail pre-charge logic (TDPL) [12] to unbalance load conditions,
thus allowing a semi-custom design flow without any constraint on
the routing of the complementary wire. Moreover, an asynchronous
dual-rail gate design has been proposed [13] that balances power,
requires no capacitance matching of data outputs, and tolerates
process variability in the routed interconnect between gates. Addi-
tional work on the masking approach [14] was proposed for rando-
mizing intermediate values that are processed by cryptographic
devices, but this method is the most widely applied at algorithmic
level. Although the existing logic techniques have been successfully
implemented, all of the real crypto-devices were designed in the
conventional CMOS logic style, which means that they are highly
power consuming and have detectable supply current peaks that
make the system vulnerable to a practical measurement of power and
electromagnetic analysis.

Power management has become a general concern in modern
society; consequently, power consumption by cryptographic hard-
ware needs to be addressed for reason of both security and
efficiency, especially for battery-powered embedded systems.
Adiabatic low-power solutions for digital circuitry were intro-
duced in [15], which is our motivation for designing secure low-
power circuits and systems. The secure single-rail (SR) adiabatic
logic style was described in [16,17]; however, a thorough analysis
accomplished in [18] proved that SR logics are data dependent and
vulnerable to DPA attacks. Moreover, a secure low-energy DR logic
style called secure adiabatic logic (SAL) [19] and security evalua-
tion of 2N–2N2P adiabatic logic [20] have been reported. However,
careful analysis in our work has shown that SAL and 2N–2N2P
logic still exhibit supply current dependences that render these
vulnerable, since their input logic structures are implemented in
the universal DR logic style. Our endeavor in this paper is to design
a new secure logic for counteracting side-channel attacks limited
to cell level and then investigate that logic in a SPICE simulation.
The proposed charge-sharing symmetric adiabatic logic (CSSAL) is
implemented with a charge-sharing symmetric input logic struc-
ture in symmetric adiabatic logic (SyAL) circuits set against
differential power analysis [21].
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Fig. 1. Comparison of supply currents for equivalent RC models of CMOS logic
((a) step voltage(τ=0)) and adiabatic logic ((b) ramped step voltage). (c) The peak
supply current of adiabatic logic is significantly lower than the conventional CMOS
logic under the same parameters and conditions.
The rest of this paper is organized as follows. Section 2
compares the conventional CMOS logic with the adiabatic logic
technique. Section 3 discusses the proposed logic structures.
Section 4 briefly reviews implementation of the proposed logic.
Sections 5 and 6, respectively, present and discuss the simulation
results. Finally, Section 7 concludes this paper.
2. Adiabatic logic

The principle of adiabatic charging can be understood by contrast-
ing it with the charging of a capacitor in an equivalent RC circuit for
the conventional CMOS method. In the conventional CMOS circuit, the
capacitance C is charged from 0 to Vdd, where Vdd is the voltage of the
DC power supply, as shown in Fig. 1(a). During the charging period of
the conventional CMOS, the energy charged into the capacitor is

Echarge ¼ 1
2CV

2
dd: ð1Þ

From the perspective of energy conservation, a conventional CMOS
logic emits heat and thus wastes energy with every charge–discharge
cycle:

Etotal ¼ Echarge þ Edischarge

¼ 1
2 CV

2
dd þ 1

2CV
2
dd

¼ CV2
dd: ð2Þ
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Fig. 2. Proposed CSSAL logic: (a) inverter logic structure and (b) input and output
signals of proposed CSSAL inverter logic.
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If the logic is driven with a certain frequency f(¼1/T), where T is the
period of the signal, then the power consumption of the CMOS gate is
determined as

Ptotal ¼
Etotal
T

¼ CV2
ddf : ð3Þ

Observing that the power consumption of conventional CMOS is
proportional to V2

dd , one of the most effective ways to reduce its
power consumption is to lower the power supply voltage Vdd or the
load capacitance C.

Adiabatic switching is commonly used in minimizing the
energy lost during a charging or discharging period. The main
idea of adiabatic switching is shown in Fig. 1(b), which indicates a
transition that is considered sufficiently slow that heat is not
significantly emitted. This is made possible by replacing the DC
power supply with a resonant LC driver or a trapezoidal power-
clock voltage waveform. If constant current source delivers a
charge Q ¼ CVdd during the time period τ, the energy dissipation
in the channel resistance R is given by

EAdiabatic ¼ ξPτ¼ ξI2Rτ

¼ ξ
CVdd

τ

� �2

Rτ; ð4Þ

where I is considered as the average of the current flowing to C,
and ξ is a shape factor that is dependent on the shape of the clock
edges. Observing the adiabatic switching equation, the charging
period τ is indefinitely long, and so energy dissipation is ideally
reduced to nearly zero [15]. We assume that, if the individual
logics, such as AND and XOR are able to consume an uniform and
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Fig. 3. (a) SyAL NAND/AND logic schematic. (b) Timing diagram of SyAL ver.2 [22]. (c)
models during bridge period.
low-peak supply current, regardless of the input logic conditions,
then, their implementation in a more complex digital circuit will
be more secure against leakage of processed information to DPA or
DEMA attacks. We make this assumption become possible by
adopting the adiabatic logic technique as shown in Fig. 1(c). Fig. 1
shows a comparison of peak supply current for equivalent RC
models of the conventional CMOS logic and the adiabatic logic.
The instantaneous peak supply current of the adiabatic logic is
significantly lower than that of the conventional CMOS logic style.
3. Secure charge-sharing symmetric adiabatic logic

3.1. Logic structure

The proposed CSSAL inverter is depicted in Fig. 2(a), while its input
and output signals are shown in Fig. 2(b). As shown in Fig. 2(b), the
CSSAL operates in four phases:
1.
Equi
Charge sharing: The discharge (Dischg) signal increases with a
rate twice that of the input signal. In this phase, the power-
clock voltage (Vpc) is stable at a low level, and the evaluation
path signal which is established by In or In (MN5 or MN6) and
Eval (MN8) cells simultaneously also slowly increases. All the
internal node capacitances are discharged to ground before the
logic function is evaluated, in order to prevent the circuit from
depending on the previous input data.
2.
 Evaluation: In this Eval phase, the Dischg signal is already stable
at a low level, which turns on the MP1 for supply current to
flow into the logic circuit. The output wires are evaluated
(A,B = 1,1) (A,B = 0,1)

(A,B = 0,0) (A,B = 1,0)

Out

(A,A,B,BR = 0,0,1,1)

Out Out

(A,A,B,BR = 0,0,0,1)

Out

Evaluation Phase

Bridge Period

Out Out Out Out

Out Out Out Out

valent RC models of internal nodes during evaluation phase. (d) Equivalent RC



C. Monteiro et al. / Microelectronics Journal 44 (2013) 496–503 499
through one of the active input cells and Cx transistors that are
already at a high level.
3.
 Hold: During the hold phase, the presently active input and Eval
signals slowly decrease to become low, but the outputs remain
stable because those are controlled by cross-coupled NMOSs
MN1 and MN2.
4.
AND
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Fig. 4. Logic structure. (a) NAND/AND logic of proposed CSSAL. (b) Equivalent RC
models during evaluation phase of NAND/AND logic function of proposed CSSAL.
Recovery: The power clock voltage (Vpc) is steadily decreases to
a low level, and the presently active output is discharged to low
via the active MP2 or MP3 and MP1 since the Disch signal is still
low. Consequently, charge recovery concept occurs for every
power-clock cycle to minimize the energy lost through char-
ging or discharging.

3.2. Analysis of proposed logic

The proposed CSSAL is an enhancement of the SyAL form of the
symmetric input logic style. The SyAL is one of the latest secure DR
logic styles using adiabatic principles to equalize the voltage between
the output nodes and applied charge-sharing techniques to reduce
the data dependences. A comparison given in [21] shows that SyAL
ver.2 provides a consistent peak current for all input transitions.
However, charge-sharing between the internal node capacitances
occurs during the bridge phase, in which both the input and its
complementary signals are low for the inverter logic, as depicted in
Fig. 3(b), and exhibit output node voltage equalization. In the case of
a dual-input logic construction, as shown in the schematic diagram
of SyAL, ver. 2, unbalanced charging and discharging occur during the
evaluation phase and bridge phase. Hence, the input data remain
dependent in SyAL ver.2, according to our comparison of results. For
a better comparative study, diagrams of the equivalent RC models of
the internal node connections of SyAL ver. 2 are shown in Fig. 3(c),
where the evaluation phase diagram obtains according to the
conditions of inputs A and B excluding the BR signal. Moreover, the
bridge phase diagram in Fig. 3(d) obtains when the BR signal is in a
high condition that coincides with input B or its complementary
signal.

A transistor schematic of the NAND/AND logic of the CSSAL is
depicted in Fig. 4(a). The logic structure of the XNOR/XOR is the same
as that of the NAND/AND schematic, except that the positions of the
input signals are different. The internal node capacitances during the
active charge-sharing phase are shown in Fig. 4(b) for four repre-
sentative input transitions of the NAND/AND logic function. This RC
diagram obtains when the Disch signal is high in the charge-sharing
phase. In the next evaluation phase, the logic function is evaluated
the same as for the RC diagram in Fig. 3(c). However, in contrast with
SyAL, our proposed logic starts by setting all internal node capaci-
tances to ground level when the input signal is such that
VIn=VIn≧VTHN before the power-clock signal arrives. This makes
our proposed logic balance low-peak supply current transitions,
which is the unique different from SyAL, and is the idea behind the
name charge-sharing symmetric adiabatic logic. Additionally, we
adopt in our proposed logic the cross-couple latch circuit of the
2N–2N2P [22] that was designed primarily for low power applica-
tions, not security. Conversely, SyAL was designed using the simplest
DR adiabatic logic, called ECRL [23], with the potential for power
efficiency. Essentially, the logic functions of ECRL and 2N–2N2P logic
are identical. However, the outputs of ECRL are fully controlled by
input rails, whereas the 2N–2N2P logic outputs are controlled by
both input rails and grounded cross-coupled CMOS latches. Conse-
quently, during logic evaluation, the 2N–2N2P demonstrated a non-
floating data output that remained valid and stable despite unex-
pected input changes. A report on DPA-resistance of charge recovery
logics [20] stated that use of the 2N–2N2P logic style leads to an
improvement in DPA-resistance and at the same time reduces the
energy consumption, which makes this especially suitable for
pervasive devices. However, our analysis at cell level proves that by
adopting the universal DR NAND/AND input logic style, in contrast to
TDPL style, the information leakage still exists when input states are
flipped.
4. Implementation of logic in finite field over GFð2mÞ

Galois field (GF) arithmetic has an important role in coding
theory and cryptographic algorithms. An efficient algorithm for
both hardware and software implementations was standardized
by the NIST in 2001 as the Advanced Encryption Standard (AES)
[24], which operates over GFð28Þ for computational efficiency, high



C. Monteiro et al. / Microelectronics Journal 44 (2013) 496–503500
resistance to cryptanalysis, hardware and software compatibility,
and flexibility. Since the new AES standard was announced, much
effort has been expanded [25–31] to simplify the finite field over
GFð28Þ in S-Box transformation to GFðð24Þ2Þ and GFððð22Þ2Þ2Þ for low
cost, low power consumption, and low complexity.

In order to verify the capability of our proposed CSSAL for
counteracting DPA attacks, we implement the individual logics with
the existing bit-parallel cellular multiplier in [32], which analytically
explored the inner product multiplication algorithm for calculating
AB2 in a class field GFð2mÞ using a cellular architecture that involves
low-complexity and less computation time. In the case of m¼4,
arithmetic calculations have been performed to define the cellular
array multiplication of AB2 ¼∑m

j ¼ 0A
ð2jÞ½B2�ð−jÞ to calculate the function

block of the bit-parallel multiplier over GFð24Þ. The inputs and
outputs of the inner cell structures are cyclically shifted with respect
to one another to construct a low-complexity cellular architecture as
depicted in Fig. 5. The cellular architecture in Fig. 5 is such that the
configuration of each inner-product multiplication is divided into
mþ 1 basic cells, so the complexity includes one dual-input AND
gate, one dual-input XOR gate, and ABþ C operations. The designed
structure of the cellular multiplier includes ðmþ 1Þ2 cells and each
requires computation time TAND þ TXOR.
ag
e

5. Simulations and results

5.1. Simulation conditions

To evaluate the power traces of the secure adiabatic logic, the
individual logics and the bit-parallel cellular multiplier over GFð24Þ
using the A-cell circuit in [32] are evaluated in a SPICE simulation
with 0:18�μm, 1.8-V standard CMOS process technology. The widths
and the lengths of the transistors are 0:6 μm and 0:18 μm, respec-
tively, for both the PMOS and NMOS transistors. To validate our
proposal, we repeat the simulation and compare the SAL, SyAL, and
TDPL for NAND/AND gates and XNOR/XOR gates at the same input
operating frequencies. In the SPICE simulations, the conditions for
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Fig. 5. Bit-parallel cellular multiplier over GFð24Þ.
the secure adiabatic logic styles are that all power supplies are
trapezoidal waveforms and the power-clock frequency varies from
1.25 MHz to 12.5 MHz and 125 MHz for all adiabatic logics investi-
gated. The investigation concentrates on individual AND and XOR
logics, because those have been widely deployed in AES hardware
architectures and AES algorithms, for addition and multiplication
over secure S-box structure designs. We investigate not only the peak
supply current transition for 16 possible dual-input transitions but
also the energy consumed when input data are flipped.
5.2. Results

The simulation result of output voltage is depicted in Fig. 6(a)
and (b) for the CSSAL multiplier and the TDPL multiplier, respectively.
The TDPL logic was implemented using pre-charged logic style;
hence, the pre-charged signals at the complementary L (low) voltage
is appeared as H (high); however, in comparing to CSSAL, we
consider them as Low level, which is indicated as L and H on the
top of the TDPL Out(C0).

The simulation results of the individual logics evaluated (AND,
XOR) and their implementations in bit-parallel cellular multipliers
over GFð24Þ are summarized in Table 1. In the SPICE simulations we
derive the transitional power dissipation as Ediss ¼

R T
0 VpcðtÞIpcðtÞ dt,

which is adopted as the figure of merit to measure the resistance
against power analysis attacks. We show the transitional supply
currents traces of Ipc (Idd) in Fig. 7, and below we analyze the peak
current traces of each circuit for three different frequencies to
scrutinize the merit of the logic in terms of power efficiency, the
ability of the logic to resist SCA attacks, and speed for hardware
compatibility.
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Table 1

Simulation and calculation results of AND and XOR individual logics, and their application in bit-parallel cellular multiplier over GFð24Þ at different operating frequencies.

Note: There are no data for SAL logic in cellular multiplier over GFð24Þ at 125 MHz power clock frequency, because SAL was not working by using half of original eight-phases
at high frequency by our SPICE simulation result.

Freq. (MHz) SAL SyAL Proposed TDPL

1.25 12.5 125 1.25 12.5 125 1.25 12.5 125 1.25 12.5 125

Individual NADN/AND logic
Emin (fJ) 5.23 7.43 15.21 9.03 0.73 13.53 19.79 21.45 16.65 128.08 121.77 119.77
Emax (fJ) 12.13 12.09 21.78 20.14 19.66 24.20 20.07 21.70 21.47 134.82 124.39 125.29
E (fJ) 6.36 8.60 17.50 12.39 12.78 18.48 19.92 21.59 19.48 130.77 124.39 121.97
sE (fJ) 1.55 1.11 1.85 3.83 2.98 3.45 0.08 0.09 1.48 2.17 0.57 1.69
NED (%) 56.99 38.51 30.17 55.18 50.46 44.08 1.39 1.15 22.45 4.99 2.11 4.41
NSD (%) 24.23 12.85 10.56 30.94 23.32 18.68 0.44 0.42 7.59 1.66 0.46 1.39

Individual XNOR/XOR logic
Emin (fJ) 5.38 8.95 21.11 5.32 6.77 12.96 19.80 21.59 16.65 142.86 127.26 132.39
Emax (fJ) 8.12 12.22 29.49 12.79 13.27 20.11 20.09 21.79 19.84 143.79 128.14 132.77
E (fJ) 6.86 10.74 25.74 9.58 10.20 9.58 19.92 21.68 18.87 143.33 127.74 132.63
sE (fJ) 1.07 1.35 3.20 2.75 2.59 2.49 0.10 0.07 1.29 0.33 0.36 0.15
NED (%) 33.78 26.78 28.43 58.39 48.98 35.33 1.38 0.92 16.09 0.65 0.69 0.29
NSD (%) 15.63 12.57 12.43 28.70 25.39 18.37 0.52 0.32 6.86 0.23 0.28 0.11

Cellular multiplier over GFð24Þ
Emin (fJ) 228.41 337.15 – 262.85 311.64 526.88 219.73 310.28 583.11 8037.03 3957.84 3411.61
Emax (fJ) 361.28 682.92 – 381.05 418.25 645.19 279.37 350.74 766.92 8196.84 4112.35 3549.57
E (fJ) 284.31 506.78 – 336.50 382.02 614.79 260.24 333.86 715.62 8118.16 4042.54 3496.50
sE (fJ) 37.79 85.42 – 32.07 31.02 32.19 15.42 11.15 43.73 38.73 40.77 38.73
NED (%) 36.78 50.63 – 31.02 25.49 18.34 21.35 11.54 23.97 1.95 3.76 3.89
NSD (%) 13.29 18.83 – 9.53 8.12 5.24 5.92 3.32 7.10 0.48 1.01 1.11
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The parameters in Table 1 provide an alternative method for
comparing DPA resistance without a full DES/AES implementation.
They describe the variation of energy dissipation and indicate how
well the proposed logic and existing secure logics are able to
consume power uniformly for every cycle. The parameter of normal-
ized energy deviation (NED), defined as ðEmax−EminÞ=Emax, is used to
calculate the percentage difference between minimum and max-
imum energy consumption over all possible input transitions. The
normalized standard deviation (NSD) proposed by Bucci et al. [12]
indicates how much the energy consumption varies based on the
inputs and is calculated as sE=E . The quantity E is the average of
energy dissipation for the 16 possible input transitions, and the
standard deviation that indicates variation of energy dissipation is

defined as sE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑En

i ¼ E1
ðEi−EÞ2=n

q
. The calculated values of NED and

NSD listed in Table 1 are to measure the ability of the logic circuit to
resist against power analysis attacks. The NED and NSD results
indicate that the individual logics and the bit-parallel cellular multi-
plier over GFð24Þ using the proposed CSSAL circuit are better able to
balance the energy consumption in comparison with the SAL and
SyAL. Moreover, in comparison with the well-known conventional
TDPL, the proposed individual logics exhibit a similar ability to
thwart the DPA attack technique; however, the proposed CSSAL
consumes significantly less power in the low-frequency band.

Apart from the logic ability for resistance against SCA attacks,
the power reduction is also one of the research targets. It is
obviously described by the graphical information in Fig. 8 that our
proposed CSSAL multiplier has significant energy reduction about
a 12 times lower than that of the TDPL logic.
1 Glitches are logic gate switching operations that are caused by timing
properties of gates and by interconnection delays. Glitches occur in every CMOS
circuit. Consequently, the existing schemes for masking CMOS gates do not prevent
DPA attacks [34].
6. Discussion

We have employed several techniques in our work, such as
(1) adiabatic logic technique to achieve low power consumption
and low peak current, (2) dual-rail logic style to establish uniform
transitional supply peak current, and (3) symmetric pull-down
network transistors with charge-sharing technique which con-
struct a constant internal equivalent RC model for all input
condition to reduce current-to-data dependency.

Accordingly, we affirm that the most important part in our logic
designing is the construction of the input logic cells in the CSSAL
logic structure. The structure of the input transistors in the CSSAL
determine independence of the power consumption with respect
to input data that are being processed. Moreover, extra comple-
mentary signals in secure logic designs also help to achieve
concealment of input data at cell level. Therefore, we insert control
signal (Cx) pass transistors into the CSSAL structure as indicated in
Fig. 2(a) or Fig. 4(a). The main role of the Cx pass transistors is to
maintain the stability of the output during the charge-sharing
phase, as explained in the previous section. They also enable our
proposed logic to consume the same amount of energy for all
possible transitions. However, the disadvantage of these pass
transistors is high-energy consumption. For example, the CSSAL
GFð24Þ at 12.5-MHz power-clock frequency with Cx transistors has
Ediss ¼ 13:02 pJ=cycle. However, without the Cx pass transistors the
CSSAL has Ediss ¼ 5:36 pJ=cycle, which is about 12% less than for
SyAL (Ediss¼6.11 pJ/cycle), 44.13% less than for SAL (Ediss¼7.74 pJ/
cycle), and 12 times less than for TDPL logic (Ediss¼64.71 pJ/cycle).

It is important to note that applying extra pass transistors
in the logic construction of a more complex digital circuit (e.g., a
multiplier) may affect the electric hazard (glitch)1 of a spike
voltage occurrence when the logic state is stable at a low or high
level, as has been extensively analyzed in [33–35]. Careful analysis
of simulations and physical measurements [34] has shown
that both unmasked and masked implementations leak side-
channel information due to glitches at the outputs of logic gates.
Furthermore, we found out that this glitch current phenomenon in
our SPICE simulation results when Cx transistors were inserted



Fig. 7. Supply current transitions of individual logics at different frequencies. (a) 125 MHz AND gate. (b) 12.5 MHz AND gate. (c) 1.25 MHz AND gate. (d) 125 MHz XOR gate.
(e) 12.5 MHz XOR gate. (f) 1.25 MHz XOR gate.
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Fig. 8. Simulated energy dissipation comparison of the bit-parallel cellular multi-
plier over GFð24Þ in respect to the different input clock frequencies.
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into the CSSAL in a bit-parallel cellular multiplier over GFð24Þ.
Therefore, the application of the CSSAL to further work on
implementations of the AES hardware architecture, the control
signal Cx pass transistors in Fig. 4(a) is considered as conditional
transistors. In addition, it is important to acknowledge that the
drawback of our proposed CSSAL logic is in increasing the gate
numbers, which will be an area consuming for further full-custom
layout design.

Fig. 7 shows current trances of all 16 possible dual-input transi-
tions for AND (Fig. 7(a)–(c)) and XOR (Fig. 7(d)–(f)) at operating
frequencies of 1.25 MHz, 12.5 MHz, and 125 MHz for all logics
investigated. As clearly indicated in Fig. 7, the proposed individual
logics yield only a single plot for all 16 data, and the peak supply
current is lower than those of the other logic styles in the low-
frequency band (i.e. at 12.5 MHz or 1.25 MHz).

An important parameters of NED and NSD explain that the
consumed energy is more constant for different transition if we
achieve more small values. These properties somehow, not very
accurate comparative data, if the variance of mean ðEÞ are extremely
different, such as the one of the CSSAL and TDPL in Table 1. Therefore,
an additional evidence in Table 1 proves that the variation of
the energy dissipation of the proposed logic has low values of sE at
low frequencies (1.25 MHz or 12.5 MHz), which assures us that our
proposed CSSAL is suitable for low-power and low-frequency applica-
tions, such as contactless smart cards (13.56 MHz), RFID tags, and
wireless sensors.
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7. Conclusion

We have proposed a new secure logic style that is based on the
adiabatic switching principle. A comparative study on the ability of
this logic as one alternative method to thwart a power analysis
attack at cell level has been thoroughly carried out in a SPICE
simulation. The optimum results of the individual logics and their
implementation in the inner-cell bit-parallel multiplier over
GFð24Þ show that the proposed logic consumes energy uniformly
over every input transition, lowers peak supply current traces, and
significantly reduces power consumption in the bit-parallel cel-
lular multiplier over GFð24Þ. Based on these typical results, we
deduce that our proposed CSSAL is a suitable candidate for secure
hardware in low-power and low-frequency applications, such as
contactless smart cards (13.56 MHz), RFID tags, and wireless
sensors.
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